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[bookmark: _Toc214962126]Introduction
The GEOSS Common Infrastructure (GCI) provides a set of core services aimed at favouring the integration of Earth Observation resources available in the framework of the Group on Earth Observations (GEO) with the goal to set-up the Global Earth Observation System of Systems (GEOSS) as an operational System-of-Systems. The GCI is also aimed at allowing GEOSS end users to search, discover and access the resources (e.g. data, information, tools and services) made available from Member States entities (e.g. institutions, agencies, private industry) and Participating Organizations members of GEO. The GCI consists of several components and relies upon a set of interoperability standards and best practices that ultimately aim at defining rules for tackling existing incompatibilities with the goal to facilitate integration and interaction of heterogeneous components and systems in GEO.
Summarising, the GCI offers:
The core components enabling the System of Systems (SoS) and allowing GEOSS resources (e.g. systems, data, services) to be easily discovered and accessed.
An improved interoperability for existing and future observation systems.
A set of interoperability arrangements and best practises that can be used as a reference for future projects.
An open infrastructure, in accordance with the GEOSS Data Sharing Principles.

This document gives an overview of the services available to GEOSS users through the GCI and describes the GCI functional architecture, composing elements and interfaces.



[bookmark: _Toc214962127]Acronyms and Definitions
	Acronym
	Definition

	ADC
	Architecture and Data Committee

	AIP
	Architecture Implementation Pilot

	API
	Application Programming Interface


	BPW
	Best Practices Wiki


	CEOS
	Committee on Earth Observation Satellites

	CSR
	Component and Services Registry

	CRS
	Coordinate Reference System

	CSW
	Catalogue Services for the Web

	DaaS
	Data as a Service

	DBMS
	Database Management System

	EEA
	European Environment Agency

	ECMWF
	European Centre for Medium-Range Weather Forecasts

	EMSO
	European Multidisciplinarity Seafloor Observatory

	EO
	Earth Observations

	EPOS
	European Plate Observing System

	EPP
	Extensible Provisioning Protocol

	ESA
	European Space Agency

	ESIP
	Earth Science Information Partners Federation

	FAO
	Food and Agriculture Organisation

	FEC
	Forward Error Correction

	FGDC
	Federal Geographic Data Committee

	FOSS
	Free and Open Source Software

	FTP
	File Transfer Protocol

	GCI
	GEOSS Common Infrastructure

	GEO
	Group on Earth Observations

	GEOSS
	Global Earth Observation System of Systems

	GMES
	Global Monitoring of Environment and Security

	GML
	Geography Markup Language

	GMU
	George Mason University

	GNC
	GEONETCast Network Centres

	GPL
	General Public Licence

	GRDC
	Global Runoff Data Centre

	GSE
	GMES Service Element

	GSDI
	Global Spatial Data Infrastructure

	GTN-R
	Global Terrestrial Network for River Discharge

	HCI
	Human Computer Interaction

	HTTP
	Hypertext Transfer Protocol

	IaaS
	Infrastructure as a Service

	IoS
	Internet of Services

	ICD
	Interface Control Document

	INSPIRE
	INfrastructure  for Spatial InfoRmation in Europe

	IS
	Information System

	ISO
	International Organisation for Standardization

	JDK
	Java Development Kit

	KML
	Keyhole Markup Language

	LDAP
	Lightweight Directory Access Protocol

	MIME
	Multipurpose Internet Mail Extensions

	NASA
	National Aeronautics and Space Administration

	NOAA
	National Oceanic and Atmospheric Administration

	NODC
	National Oceanographic Data Centres

	NSF
	National Science Foundation

	OGC
	Open Geospatial Consortium

	OPeNDAP
	Open-source Project for a Network Data Access Protocol

	OSS
	Open Source Systems

	OWS
	OGS Web Service

	PaaS
	Platform as a Service

	RDF
	Resource Description Framework

	REST
	Representational State Transfer

	RM-ODP
	Reference-Model of Open Distributed Processing

	RSS
	Really Simple Syndication

	SaaS
	Software as a Service

	SBA
	Societal Benefit Area

	SDI
	Spatial Data Infrastructures

	SDMX
	Statistical Data and Metadata Exchange

	SEIS
	Shared Environmental Information System

	SIF
	Standards and Interoperability Forum

	SIR
	Standards and Interoperability Registry

	SISE
	Single Information Space in Europe for the Environment

	SOA
	Service Oriented Architecture

	SOS
	Sensor Observation Service

	SoS
	System of Systems

	STC
	Science and Technology Committee

	SQL
	Structured Query Language

	SRU
	Search Retrieval via URL

	SWG
	Standards Working Group

	UIC
	User Interface Committee

	UNEP
	United Nations Environment Programme

	URI
	Uniform Resource Identifier

	URL
	Uniform Resource Locator

	URN
	Uniform Resource Names


	URR
	User Requirements Registry


	USGS
	United States Geological Survey

	WCS
	Web Coverage Service

	WFS
	Web Feature Service

	WGISS
	Working Group on Information Systems and Services

	WIS
	WMO Information System

	WIGOS
	WMO Integrated Global Observing System

	WMO
	World Meteorological Organisation 

	WOA
	Web Oriented Architecture

	WP
	Work Package

	WPS
	Web Processing Service

	W3C
	World Wide Web Consortium

	XML
	Extensible Markup Language

	XSLT
	EXtensible Stylesheet Language Transformations





[bookmark: _Toc214962128]Services and functions available to GEOSS end users through the GCI

GEOSS has been designed to serve the nine Societal Benefit Areas (SBA) of disasters, health, energy, climate, water, weather, ecosystems, agriculture and biodiversity. 

How can this be achieved?

At first, we need data. Many different categories of Earth Observation data have to be present in our system from very many different sources or data providers. Data are usually offered in many different formats, accessed using a large number of protocols, and at different resolutions: low resolution/large scale global data, low-medium resolution at regional level, medium-high resolution at local scale and/or in-situ data.

All the data have to be found by our system and the easiest way is to use a registration service where data providers can register their datasets providing all the associated information necessary for further discovery according to a standardized on-line form: the GEOSS Components and Services Registry provides the entry point to formally register the Earth Observation systems, data sets, models, services to access data and tools that together constitute the Global Earth Observation System of Systems. On the other hand GEOSS should be also able to discover data not registered in the GEOSS Component and Service Registry to maximize the number of accessible EO resources. Registration should not limit the number of discoverable and accessible resources in GEO. 

Secondly, we need a mean to discover and access this wealth of information.
The GEO Web Portal provides an entry point for GEOSS users to access Earth Observation information and services. It connects to a system of existing portals and data, addressing the GEO SBAs globally, while also providing national and regional information to enhance Data Discovery and retrieval. The GEO Web Portal interfaces GEOSS data via the Discovery and Access Broker component that searches a number of catalogues harvested by the Clearinghouse component and also directly search other catalogues either directly or via Integrated/Federated EO Discovery/Access Systems like GENESI, FedEO and CWIC.

The GEO Web Portal provides three main ways to initiate a search for GEO resources:
· Entering free terms into the search field in the title bar;
· Browsing via SBAs;
· Selecting a location on the interactive globe also displaying latest GEO related items.

In addition, a Best Practices Wiki and a User Requirements Registry (URR) provide the GEOSS community with means to propose discuss and converge upon best practices in all fields of Earth observation and to publish and analyse user-related information, respectively.

Who are the GEOSS Users?
The benefits of GEOSS is realised by a broad range of user communities:
· Managers and policy makers in the targeted societal benefit areas;
· Scientific researchers and engineers;
· Civil society (industry, consultants, etc.);
· Governmental and non-governmental organizations and international bodies (Environmental, Meteorological, Land management, Space agencies, etc.), such as those assisting with the implementation of multilateral environmental agreements;
· Academic and Research Institutes;
· International organizations and committees (WMO, EEA, CEOS, etc.).

A number of use cases is presented below to show GCI use in support to GEOSS users. It is evident that the GCI and GEOSS capability to satisfy user needs and to allow the assessments and actions described below are fully depending on the availability of the necessary data to GEO/GEOSS. Relevant providers should make all the necessary data discoverable and accessible in a timely manner via the GEOSS Common Infrastructure to this end.


A Disaster Use Case: Earthquakes and damages assessment

Earthquakes are one of the major types of disaster. Combination of different data types is fundamental for the analysis of the phenomena and for the damage assessment.
A Decision Maker with high level of expertise in data cross-correlation can access the GEO Portal and discover and access land cover data before and after the event, to assess the damages caused by the event, and additional information on the earthquake (e.g. magnitude, etc). As a following step the Decision Maker can retrieve information about population density and urbanisation level in a selected area and cross-correlate it with high level products showing the tectonic activity in the area of interest by entering text search like geological hazards, vulnerability, earthquake risk, seismic risk, land use. This will allow him/her to estimate the possible damages of additional events in the same area. The same analysis could be extended to other regions of the country through retrieving information about population density and urbanisation level in other areas and cross-correlating it with high level products showing the tectonic activity in the area of interest. 

An Expert User (Scientist) will discover and access the land cover data before and after the event and discover "how much" the crust deformed and in which direction, accessing and downloading also GPS, seismometer, fault lines, structural elevation geology, ground shaking intensity and acceleration datasets of that region at that time. He/she can analyse possible hazards from the earthquakes as ground motion, faulting and ground rupture, aftershocks, fires, landslides and liquefaction.
Then he/she can produce an interferometry product (e.g. ASAR/GPS) to create new products related to the earthquake event. 


An Air Quality Disaster Use Case: register, discover, and access datasets relevant to air quality management

In this example we can see how air quality event managers would use data available through GEOSS to predict and analyse the effect of smoke plumes on air quality during and after a major wildfire.

A wildfire occurs and an air quality analyst, smoke forecaster and others seeks fire occurrence, smoke and particulate matter data are derived from satellite and surface observations. A modeller uses the fire locations to initialize smoke forecast models that are run to predict downwind impacts 1-3 days in the future which indicate a regional smoke pollution event. Smoke forecast products are available to the manager/analyst through OGC WCS and OGC WMS, by registering them via the GEOSS Components and Service Registry. The air quality manager/analyst uses spatial temporal comparison services to visualize differences and similarities in the smoke forecast products. The air quality manager/analyst uses the smoke forecasts to assess the need for public health alerts.

Data providers create standards-based services to their data and register those services with the GEOSS Components and Service Registry component. Data analysts and air quality managers find and access those data and services via the GEO Web Portal for subsequent use and analyses. 

This set of Earth Observation information are needed:
· Meteorological data, such as observations from ground-based networks, satellites, and forecasts from numerical models at various scales geographical data (land use, demographics, emissions-related activity, etc.);
· Atmospheric composition (air quality) observations such as surface monitoring networks, satellite observations, ground-based remote sensors, and aircraft measurements;
· Numerical air quality chemical transport models (at regional to global scales);
· WMS/WCS compliant data services providing data/visualization.

A number of actors process earth observations information upstream of the decision makers, who base their decisions on highly synthesized data:
· End user Policy maker/Decision Maker negotiating an agreement on intercontinental pollutant transport;
· Scientific advisory group, analysing description of the atmosphere, using multiple observations and models;
· Air quality data analysts, accessing a wide variety of atmospheric observations;
· Data providers, creating data series.

How can users access GEOSS?
Users’ main access point to GEOSS is the GEO Web Portal (GWP, http://www.geoportal.org/) providing a web interface to search, discover and access GEOSS resources. Searches in the GWP can be based on the insertion of free text or browsing different Societal Benefit Areas (SBAs) and can be further refined with temporal and geographical parameters. Users can display the retrieved results and additional information in the GWP and provide their feedback and suggestions for further GCI and GEOSS enhancements and evolution. More details can be found at the following links:
· http://www.geoportal.org/web/guest/geo_help
· http://www.geoportal.org/web/guest/geo_faqs
[bookmark: _Toc214962129]GCI Architecture Overview
Based on its 10-year implementation plan, introduced in 2005 the GEOSS Common Infrastructure (GCI) offers the following capabilities:
· A Web Portal that provides GEOSS users with a “one-stop” discovery and access function to all GEOSS resources;
· A brokering-based architecture to discover and access registered resources;
· A set of registries of GEOSS components, services, standards, requirements and best practices.
As main enabler of the SoS principles and capabilities, the GCI is able to interface with external systems to facilitate end users in discovering and accessing their services and resources. 
The GCI consists of the following main elements:
· GEO Web Portal (GWP): web interface for end users to search and access GEOSS resources;
· Discovery and Access Broker (DAB): is a middleware framework allowing discovery and access of heterogeneous resources from different information systems and capacities; it is accessed by the GWP in a transparent manner according to end user queries;
· Semantic Component (SC)*: contains semantic information to support user searches and the capturing of user-related information. Prototype Component. Semantic Resources.
· Clearinghouse (CH): is a catalogue service connecting to GEOSS resources registered in the CSR; it is interrogated by the DAB;
· Component and Service Registry (CSR): contains information on all resources provided as contribution to GEOSS;
· GEOSS Registries:
· Standards and Interoperability Registry (SIR): contains information on Standards and interoperability arrangements implemented in GEO;
· Best Practices Wiki (BPW): contains information on EO best practices;
· User Requirement Registry (URR): contains user-related information (user types, applications, requirements, and needs in terms of research, technology, infrastructure, and capacity building) and information on the interconnectivity of these entities, and it provides tools to analyze this information.
· Integrated/Federated EO Discovery/Access Systems (e.g. GENESI, CWIC, FedEO): centralized elements accessed by DAB and enabling discovery/access to heterogeneous data from federated repositories.
· Service Monitoring: monitor the status of GCI components and testing the availability and behaviour of OGC Web Services, including WMS, WCS, WFS, SOS, and CSW. 

Each element of the GCI has been contributed by GEO Members and Participating Organizations. 
The following Figure 1 gives an overall picture of the GCI architecture.
[image: ] 
[bookmark: _Ref335815045][bookmark: _Ref335814161][bookmark: _Toc214962146]Figure 1 – GCI Architecture

The arrows between the objects in the diagram indicate the direction of the relationship between them, rather than information flow. GEOSS resources outside of the GCI are web sites, services, data catalogues and repositories, and portals operated by GEO Members and Participating Organizations properly registered in the GEOSS CSR and part of the SoS. Contributors of these resources need to ensure their compliance with basic GEOSS interoperability principles as described in the dedicated SIF forum. Interfaces to each resource must be clearly defined and, in order to facilitate discovery and access through the GCI, should be conformant to one of the standards described in the SIR.
Community resources not registered in GEOSS consists of other less-structured resources that may be of supplemental interest to end-users, and may be presented as links from the GWP to supplement GEOSS services and data. In addition, other systems can be linked to the GCI using its exposed service interface nodes under the SoS engineering framework with the goal to share functionalities and expand discoverable resources. GEONETCAST is an example of such interoperation.



[bookmark: _Toc214962130]GEOSS Common Infrastructure Components
[bookmark: _Toc214962131]GEO Web Portal (GWP)
Component Name: GEO Web Portal (GWP).
Organization: the GWP was developed by ESA and FAO and is now operated and maintained by ESA.
Summary description: the GWP is a standard-based web interface that allows any user with a Web browser to discover GEOSS resources. The GWP is interfaced with the Data Access Broker and is a single point of access to all the resources (data catalogues, systems, initiatives, and programs) contributed to GEOSS and registered in the Component Service Registry. In addition it allows to:
· Search and link with registered standards, best practices, requirements in respective registries;
· Display and organise linkages to external resources such as ancillary documents, feeds, and web resources not otherwise catalogued in GEOSS;
· Visualise geo-enabled RSS feeds (geoRSS) using the globe for navigation;
· Act as portrayal client (e.g. WMS) and display map and imagery sources discovered (provided that the discovered resources can be portrayed);
· Optionally identify or launch ‘helper’ portlets or desktop applications to perform further analysis on found data and services.

Functions: the following figure presents the overall functionality of the GWP in terms of offered services:
[image: GEOPORTAL services]
[bookmark: _Toc207252733][bookmark: _Toc214962147]Figure 2 – GWP and integrated services 

The GWP also provides a user feedback function for the users to allow provision of suggestions for enhancements or bug reporting through a dedicated on-line form accessible from its home page through the “Provide Feedback to GEO” icon (see Figure 3 and Figure 4). The on-line form entries are then treated within a GCI Operation and Enhancement tool (GOE tool, see Figure 5) and further assessed by the task IN-03 team.
[image: ]
[bookmark: _Ref335814257][bookmark: _Toc207254130][bookmark: _Toc209171352][bookmark: _Toc214962148]Figure 3 - GWP Screenshot 
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[bookmark: _Ref335814273][bookmark: _Toc207254132][bookmark: _Toc209171354][bookmark: _Toc214962150]Figure 5 - GCI Operations and Evolution Tool Screenshot

Interaction with GCI components and external resources: the following diagram shows the interactions between the GWP and the other GCI components.
[image: dia]
[bookmark: _Toc214962151]Figure 6 – GWP interaction with GCI components 
Components described above are defined in the following table:
	Component
	Version
	Description

	GWP 
	2.2.0
	Set of war files based on Portal/Portlets technology leveraging Liferay Portal Open Source Implementation.

	GeoNetwork 
	2.6.4
	GeoNetwork is a Free and Open Source CSW 2.0.2 compliant catalogue application to manage spatially referenced resources. GeoNetwork is the GWP metadata repository used to store and manage local resources and is deployed in the same node of GWP. Metadata from local resources are harvested by CH through a CSW 2.0.2 interface.

	MapViewer
	
	It is a component of GeoNetwork distribution and includes a Geoserver distribution plus a client tool for WMS&WCS service visualization. The client is based as well on open sources libraries: OpenLayers & extjs.

	DAB
	
	Brokering component access point for all GCI data displayed through GWP front end.

	Clearinghouse
	
	Main GCI clearinghouse which provide data to DAB.  It also harvests metadata from GeoNetwork and other external catalogues.

	GENESI
	
	Federated Central Node for Earth Science Data. GWP interact with GENESI allowing GWP users to discover and access data via the the context-passing mechanism: 
· A metadata is discovered (through EGB and/or local search);
· The metadata is suitable for the context passing;
· GWP calls Genesi to get the more information through the document description;
· GWP passes the context (Green icon) to Genesi. 

	Disaster Charter
	N/A
	GWP displays, through Google Earth web plugin, disasters items from Disaster Charter components.

	Google Earth
	Latest Available
	It is a web plugin embedded within browser used by GWP to display various geo-related data.

	CSR
	
	The component and service registry for uploading and make available to community all new components and services.

	URR
	3.0.5
	The User Requirement Registry for the collection and analysis of user-related information.

	Best Practices Wiki
	
	Wiki of GEOSS/GCI.



Planned or in-work capabilities: the GWP is continuously updated to respond to user needs (i.e. bug fixing, introduction of new features, improved performances and layout) and to properly interact with the other GCI components. Several updates were implemented in the last months and new ones are planned in the upcoming months.
Interfaces and end-points: GWP endpoint is the following: www.geoportal.org. GEOSS architecture defines also another type of portal service mainly focussing on specific communities and referred to as “Community Portals”. Community Portals provide a user interface for a specific community serving a specific research interest, SBA, etc. Portals may provide a list of functionalities, either as direct components of the GWP itself or linked from physically remote locations.

[bookmark: _Toc214962132]Discovery and Access Broker (DAB)
Component Name: GEO Discovery and Access Broker (DAB).
Organization: the GEO DAB is operated and maintained by CNR and EC-JRC.
Summary description: The GEO Discovery and Access Broker (DAB) framework is part of the GCI implementing the necessary intermediation service to interconnect “big” capacities and information systems (such as WIS, OneGeology, GCMD, etc.), in keeping with the SoS principles. The adoption of this Brokering framework allowed the GCI to significantly increment the number of accessible resources (as recognized in the 2011 GEO Plenary). 
Functions: as depicted in next figure, the GEO DAB framework consists of the following components: Discovery Broker; Access Broker.
[image: ]
[bookmark: _Toc214962152]Figure 7 - GEO Discovery and Access Broker framework
The DAB was developed in the EuroGEOSS research programme of the European Commission (www.eurogeoss,.eu) under the leadership of the National Research Council of Italy (CNR), with contributions from the European Commission’s Joint Research Centre (JRC) (for the semantic component), and the University Jaume I (Spain) for the web 2.0 brokering facility embedded in the Discovery component. The DAB is currently operated by the CNR with the support of the JRC for the vocabulary services and semantic component.

Interaction with GCI components and external resources: Figure 8 and Figure 9 show the interaction model implemented by the GEO DAB for discovering (using semantics extension, as well) and accessing resources, respectively.

[image: ]
[bookmark: _Ref211533078][bookmark: _Toc214962153]Figure 8 - GEO discovery interactions using the DAB

[image: ]
[bookmark: _Ref211533081][bookmark: _Toc214962154]Figure 9 - GEO access interactions using the DAB


Planned or in-work capabilities: Current activities supported by the GEOWOW research programme (www.geowow.eu) are extending the network of big data facilities connected through the DAB (such as WMO’s Weather Information System, UNEP Live, Eye on Earth, OneGeology), integrating new components dedicated to geoprocessing large datasets (building on the experience of the GENESI-DEC project), and refining functionalities for ranking the returns of searches in the DAB. Connectivity with the URR is also planned in this future extension. 
Online Resource: The OGC CSW 2.0.2 ISO AP 1.0 URL of the GEO DAB is: http://184.73.174.89/gi-cat-StP/services/cswisogeo?

[bookmark: _Toc214962133]Semantic Component (SC)
GEOSS is building upon, and adding value to, planned and existing Earth observation systems by connecting them to one another. This requires making these systems and components interoperable, so that the data and information they produce can be pooled and combined. GEOSS will become a system of systems by adopting appropriate standards for the interfaces through which the various GEOSS components exchange data and information.
Component Name: Semantic Component (Broker).
Organization: the Semantic Component (Broker) is operated and maintained by CNR and EC-JRC.
Summary Description: The Semantic Broker extends semantically the DAB capability. It implements a “third-party discovery augmentation approach” enhancing the discovery capabilities of the infrastructures that are brokered by overlaying advanced multilingual and semantic query expansion functionalities. The Semantic Broker achieves this by issuing to existing discovery facilities (e.g. catalogs and discovery brokers) queries that have been expanded through semantic assets (e.g. controlled vocabularies, ontologies, and gazetteers) by including related terms as well as translations into multiple languages. 
Functions: Currently, two different semantic augmented discovery styles are supported: (i) automatic query expansion and (ii) user-assisted query expansion. With the former, the user just selects which “axis” shall be followed for expanding the query (e.g. more general terms, more specific ones, etc.). With the latter, the user can actually browse the graph induced by the terms in the thesauri (together with the relations they define) and select the terms that s/he deems pertinent to the search. In both cases, the set of terms that are identified are further expanded with multiple translations of the terms in other languages.
Interaction with GCI components and external resources: The geospatial thesauri that are accessed by the Semantic Broker are provided by a Thesaurus Asset  (TA) as RDF data complying with the Simple Knowledge Organization System (SKOS) format and made available as a SPARQL endpoint.  Currently, the TA is hosting the following thesauri:
· The GEOSS Earth Observation parameters 
· The GEMET 
· The INSPIRE Feature Concept Dictionary and Glossary
· The GEOSS Societal Benefit Areas
· The ISO 19119 geographic services taxonomy
· The EuroGEOSS Drought Vocabulary 
· The GEOSS AIP-3 Water Ontology 
· The Global Change Master Directory (GCMD) scientific keywords
More importantly, the repository is also hosting the relations linking many among these thesauri. It is because of these relations that the Semantic Broker can efficiently bridge between the different thematic and application domains. In this way, the query-expansion paradigm may enable multidisciplinary access to resources by coupling terminologies from different application domains. As an example, GEOSS resources may be annotated according to the Earth Observation (EO) Vocabulary, a selection of 142 “critical observation parameters” that are categorized in a three-level hierarchy according to 80 Global Change Master Directory topics and terms. On the other hand, discovery of GEOSS resources is likely to respond to a policy-making need in one of the SBAs defined by GEOSS. Therefore, terms from the EO Vocabulary have been related to the corresponding SBAs so that they can be retrieved by non-scientific users, such as decision makers.
Planned or in-work capabilities: Future activities will include the extension of the Semantic Broker through the further development of the SKOSMatcher which is a web application, developed by the JRC which allows the domain expert to browse thesauri that are made available through generic HTTP/HTTPS SPARQL endpoints. Connectivity with the URR is also planned in this future extension.
Online Resource: The Semantic Broker can be tested on the demonstration web client at http://www.eurogeoss-broker.eu

[bookmark: _Toc214962134]GEOSS Clearinghouse (CH)
Component Name: GEOSS Clearinghouse (CH).
Organization: Center of Intelligent Spatial Computing for Water/Energy Science (CISC) of George Mason University.
Summary description: The CH was developed and is operated and maintained by the Center of Intelligent Spatial Computing for Water/ Energy Science (CISC), George Mason University, with grants from the U.S. Geological Survey (USGS). The CH can be thought, as the core of the GCI. It provides search capabilities across the components and services that are registered in the CSR. 
The separation of the GWP and the CH functionality is in line with the SoS approach allowing for optimization and specialization of the search and harvesting capabilities on a separate machine. This permits plug-and-play substitution of both the GWP and the CH implementations. Moreover, this allows for disaster mitigation by fail-over of one CH instance to another. This separation is achieved through the adoption of common interoperability arrangements for search – the Web Portal acting as the client, and the CH acting as the federated catalogue service facade. The primary standard for the search capability is achieved through the CSW version 2.0.2 “baseline”.
Functions: a small set of searchable fields are extracted from the service registrations and are made available through a standard query interface to support rapid and consistent search across multiple community catalogues. Registered catalogue services are, in turn, queried and their contents are harvested on a recurrent basis. In addition to being searchable itself, the CH lets other applications, including the GWP, to query the system, discover and access services through links stored in the service descriptions (metadata) through OGC CSW. The CSW endpoint of the GEOSS CH is: http://clearinghouse.cisc.gmu.edu/geonetwork/srv/en/csw.
An important CH function is its ability to support high-performance searching based on spatial-based and text-based indexing mechanism. The following figure presents the functionality of the GEOSS Clearinghouse:
[image: Description: GEOSS_clearinghouse]
[bookmark: _Toc214962155]Figure 10 - The functionality of the GEOSS Clearinghouse

The GEOSS Clearinghouse support harvesting through the following protocols:
· Z39.50 "GeoProfile"  (manually-initiated, under testing)
· CSW 2.0.2 baseline, AP ISO, ebRIM with no extensions
· WebDAV, sitemaps, and Web Accessible Folders (WAF)
· OGC GetCapabilities endpoints
· Local file access for batch ingest of packaged, static metadata
· THREDDS Catalog
· OAI-PMH
· GeoNetwork "native"
Interaction with GCI components and external resources: (include interaction or other UML diagram, as appropriate)
(1) Interaction with GEOSS CSR: The CH routinely harvests newly registered resource from CSR through OGC CSW endpoint (http://geossregistries.info:9002/geonetwork/srv/en/csw).
(2) Interaction with DAB and GWP: The CH provides search capabilities across the components and services via OGC CSW endpoint (http://clearinghouse.cisc.gmu.edu/geonetwork/srv/en/csw).
Planned or in-work capabilities: GEOSS Clearinghouse currently harvests more than 100 components and services and it caches about 170 K geospatial metadata. It keeps doing the harvest according to the register information of each components and services. GEOSS Clearinghouse is planned to add a data statistics module to provide statistics information such as category and service type to users.
Online resources: The access URL of CSR is: http://clearinghouse.cisc.gmu.edu/geonetwork. The CSW endpoint to access GEOSS Clearinghouse is: http://clearinghouse.cisc.gmu.edu/geonetwork/srv/en/csw.

[bookmark: _Toc214962135]GEOSS Component and Service Registry (CSR)
Component Name: Components and Services Registry (CSR).
Organization: Centre for Spatial Information Science and Systems (CSISS) of George Mason University.
Summary description: The CSR is similar to a library catalogue. Resource providers of governments and organisations could register their resources in CSR through providing essential details about the name, contents, Earth observation vocabulary, standards and special arrangements (if any) of their contribution. This assists the GEOSS Clearinghouse (see following paragraph), and ultimately the user, to identify the GEOSS resources of interest. 
Functions: The functionality of CSR is list as follow:
(1) Component and service registration: CSR provides interface for component and service registration. Resource is organized under the category shown in the following figure.
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 (2) Catalogue management for registered resource: CSR utilizes GeoNetwork to manage archived resource. Both component and service are registered strictly following ISO 19115 and ISO19119 metadata specification.
(3) Resource Discovery: Besides user interface for resource query, CSR provides OGC CSW endpoint for routinely resource harvesting from GEOSS Clearinghouse.
Interaction with GCI components and external resources: (include interaction or other UML diagram, as appropriate)
(1) Interaction with Resource Provider: Through registration system (http://geossregistries.info/geosspub/), resource provider can register their resource in either component or service. A query interface (http://geossregistries.info/geosspub/resource_search_ns.jsp) is also provided for resource query and management.
(2) Interaction with GEOSS Clearinghouse: GEOSS Clearing routinely harvests newly registered resource from CSR through OGC CSW endpoint (http://geossregistries.info:9002/geonetwork/srv/en/csw).
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(3) Interaction with GEOSS SIR: A standard registered in GEOSS SIR will be referred by either component or service metadata in CSR. This picture depicts how the CSR interacts with the SIR. The region in purple identifies the Component and Service Registry, and the Standards and Interoperability Registry is in grey.
Planned or in-work capabilities: GEOSS CSR is planned to use the universal metadata schema to describe both component and service. CSR team is also working on service status check for all approved resource records. The quantitative and qualitative index will be monitored periodically based on FGDC Service Status Checker, and the results would be put in the metadata and searchable through CSR CSW interface and CSR portal.
Online resources: The access URL of CSR is: http://geossregistries.info/. The CSW endpoint to access CSR is: http://geossregistries.info:9002/geonetwork/srv/en/csw.
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Component Name: Standards and Interoperability Registry (SIR).
Organization: Institute Electrical and Electronics Engineers (IEEE).
Summary description: The SIR, developed, managed, and maintained by the IEEE Committee on Earth Observation (ICEO), enables contributors to GEOSS to register any standards or special arrangements that facilitate the goals of interoperability for GEOSS.  These standards and special arrangements allow GEOSS providers and users to learn how to configure their systems and applications so that they can share data and information. Special arrangements are less formal community practices nominated by GEO Members and Participating Organizations. 
Each standard or special arrangement is given a name, a unique identifier, a description, and is classified by type of standard or special arrangement, according to the taxonomy of the SIR. These items are reviewed for inclusion by the Standards and Interoperability Forum (SIF). 
This registry is vital to the ability of GEOSS to function as a true SoS and to provide integrated and crosscutting information and services.  The SIR contains those standards and special arrangements that have been formally accepted for GEOSS, currently in use by GEOSS components, although not yet formally accepted, and that are candidates for use in GEOSS.
Functions: The main functionalities of the SIR are as follows:
1. Registration and edits of standards and special arrangements:  The SIR allows GEOSS contributors to submit standards and special arrangements via a form that is completed.  In order to perform this function, the contributor must register at the SIR.  A contributor can save a draft prior to submission, and can edit any record they have submitted.
2. Search for standards and special arrangements:  The SIR supports a basic and advanced search capability.  This function allows GEOSS providers and users to educate themselves as to the details of the standards and special arrangements in use by the systems and applications that are sharing data and information within GEOSS, or that are planned for sharing data and information within GEOSS.  Advanced search is based upon various fields that comprise the submitted records.  For example, it is possible to search for all SIR entries in a certain taxonomy category, or managed by a certain Standards Development Organization.
3. Interoperability with the CSR:  The SIR and the CSR have a special mode of interoperability between them in order to facilitate more complete and effective registration of resources in the CSR.  This interoperability allows the CSR:
a. to dynamically update the list of standards and special arrangements that can be chosen by CSR users to associate with resources being registered at the CSR;
b. to dynamically update the SIR taxonomy to accurately reflect the categorization of standards and special arrangements in the SIR;
c. to submit new standards and special arrangements into the SIR at the time of resource registration in the CSR, and to dynamically update the associated SIR entry form definition used in the CSR.  This entry form definition reflects the current entry form used at the SIR.
Interaction with GCI components and external resources: The interoperability between the SIR and the CSR can be seen, at a high level, in Figure 12.  The more detailed interoperability can be seen below in Figures 13-15. The SIR-CSR interoperability is based upon checksums. When the CSR detects that SIR checksums have changed, it takes action to update its SIR information. The checksum test is made each time a CSR user begins a registration process. The SIR is overseen by the Standards and Interoperability Forum (SIF).  The SIF reviews entries to the SIR to validate that the submitted standards and special arrangements were entered correctly and satisfy GEOSS interoperability principles.  The SIF also takes responsibility for updating the SIR when entries are:
· promoted from special arrangement to standard
· retired
· superseded
· withdrawn from consideration
· deleted
· modified

Planned or in-work capabilities: The interoperability between the SIR and CSR will be updated so that notifications can be made to the CSR from the SIR about changes to SIR entries. The changes include those listed in the previous section. These notifications are important, since entries in the CSR may need to be modified to reflect the changes in the SIR. Once the CSR is notified of a change, email contact will be made with the owner of any CSR registration associated with the modified SIR entry. This email will be an alert that certain CSR records need to be evaluated for modification based upon the SIR changes.
The SIR will be enhanced to support associations between registered standards and special arrangements. The association types include “RelatedTo”, “EquivalentTo”, “Extends”, “Supersedes”, “Uses”, and “Replaces”. The purpose of associations is to manage the relationships that may exist between SIR entries. This will affect the SIR search capability, as well as the interoperability between the SIR and the CSR.
Work is taking place to implement “mime types” in the SIR. This information will extend registered standards and special arrangements metadata to include either well-known mime types associated with the standard or special arrangement, or proprietary mime types associated with the standard or special arrangement.  Once implemented, the CSR will then get this information when it harvests the SIR, which will allow the mime types to be associated with registered services and datasets. This, in turn, will facilitate easier access to data by GEOSS users via “helper” applications.
Online resources: The access URL of the SIR is: http://seabass.ieee.org/groups/geoss/. The Z39.50 endpoint to access the SIR is: http://seabass.ieee.org:210/.






[bookmark: _Toc214962158]Figure 13 - Interaction between the SIR and CSR for updating the standards and special arrangements kept at the CSR for registration purposes



[bookmark: _Toc214962159]Figure 14 - Interaction between the SIR and CSR for updating the standards and special arrangements taxonomy kept at the CSR for registration purposes.



[bookmark: _Toc214962160]Figure 15 - Interaction between the SIR and CSR for updating the SIR entry form definition displayed at the CSR and the process of registering standards and special arrangements into the SIR from the CSR.
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Component Name: Best Practices Wiki (BPW).
Organization: Institute Electrical and Electronics Engineers (IEEE).
Summary description: The BPW, developed, managed, and maintained by the IEEE Committee on Earth Observation (ICEO), enables the GEOSS community to propose, discuss, converge, develop, and maintain any best practices, common practices, or good practices that facilitate the goals of GEOSS.  These practices will reflect those procedures, processes, techniques, methodologies, and guidelines that are implemented and being carried out by the various scientific and research communities from all fields of Earth observation, as well as the GEO Communities of Practice.  These practices address all aspects of observation, information products, training, capacity building, interoperability, etc.  
The BPW also supports the publication of GEOSS Tutorials, developed by GEOSS contributors, which are available to the public.  These tutorials cover various aspects of GEOSS, both from the data provider perspective and the data user perspective.
Being a wiki, the BPW allows much collaboration and feedback.  In this way, all interested parties have opportunities to contribute to the development of a best practice, as well as provide constructive feedback for the update of a practice or tutorial.
Functions: The main functionality of the BPW is to provide for the collaboration in publishing and editing of practices and tutorials.  Although access to read the contents of the BPW is open to the public, the ability to contribute to the BPW requires user registration and login.  During the development of a practice or tutorial, the pages used for this development can be made private so that only those collaborating have access.  Once ready for publication, the privacy is removed.
Interaction with GCI components and external resources: At this time there is no interaction between the BPW and the other components in the GCI.
Planned or in-work capabilities: The BPW is being upgraded to provide a more controlled environment for collaboration and feedback.  None of the public access will be restricted, but a new monitoring capability of entered content and feedback will help to maintain the appropriateness and integrity of the content. There are plans to develop a formal registry to work in conjunction with the BPW.  This registry will contain records related to BPW content that is stable and published.  There will be defined interactions between this registry and the SIR, CSR, and URR so that users can be made aware of those practices and tutorials that are related to the various standards, special arrangements, registered CSR resources, and user requirements that exist.
Online resources: The access URL of the BPW is: http://wiki.ieee-earth.org/. The Z39.50 endpoint to access the SIR is: http://seabass.ieee.org:210/

[bookmark: _Toc214962139]GEOSS User Requirements Registry (URR)
Component Name: User Requirements Registry (URR).
Organization: Environmental Protection Agency (EPA), USA.
Summary Description: The URR collects user-related information such as user types, application, observational and information requirements, needs in terms of research, technology, infrastructure and capacity building, and links between pairs of entries in these relations, which describe the interconnectivity along value chains from Earth observations to end users and their activities. With this concept, the URR enables (1) a measure for the relevance of observational requirements and thus supports prioritization; (2) a gap analysis through comparison of requirements and available resources; (3) a measure for the relevance of existing or planned observations and services.
The URR allows users to publish their needs in terms of Earth information, and it enables users and providers to analyse the value chains from Earth observations to end users. In order to collect and update information on user needs, GEO has established several processes to engage users depending directly or indirectly on Earth observations. The URR is one of the principal user engagement mechanisms in GEOSS. The core of the URR is a comprehensive database with information on user types, applications and requirements as well as their inter-connectivity.
The data model of the URR can be separated into three parts (see Figure 16): (1) seven relations to capture information on user needs and applications (middle part of  Figure 16); (2) the Links relation to capture connectivity (top in Figure 16); (3) a number of auxiliary relations, including the Lexicon, which constitutes the semantic component of the URR (bottom in Figure 16). The core of the data model consists of seven relations for User Types, Applications, Requirements, Research Needs, Technology Needs, Infrastructure Needs, and Capacity Building Needs. A key innovative feature of the URR is its capacity to link two entries in the same or two different relations. Creating these connections allows publishers (those entering data) and readers (those viewing data) to understand the interconnected nature of the various functions. The connectivity between entries is described by entries in the Links relation and can be viewed individually or with the help of a graphical tool for a complete environment of a specific entry.
Population of the URR is based on several approaches including (1) peer contribution similar to the Wikipedia system, (2) expert input based on assessment reports such as the reports produced by the GEO Work Plan Task US-09-01a, (3) community input, such as the input provided by the Water, Geohazards, and Coastal Zone Communities of Practice, (4) interviews with users, (5) harvesting of existing requirements databases. It is expected that the biggest contribution will have to come from approach (1) as a crowd-sourcing approach. 
Functions: The functionality of the URR is defined by a set of menus:
· The View menu allows the searching and viewing of entries in the URR. It also provides access to a graphical tool to explore the interconnectivity between URR entries.
· The Publish menu provides the tools for the publishing and editing of entries in all relations of the URR. It also allows the updating of a number of controlled vocabularies.
· The Analysis menu gives access to the three analysis types described above.
· The Preference menu (not implemented yet) will allow users to define their own subspace of the URR and other personal preferences.
A login will give registered users the privilege to publish information and to save preferences for later returns.  
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Interaction with GCI components and external resources: Current and future interactions of the URR with GCI component and external resources are depicted in Figure 17.   The URR interacts with the DAB for the gap analysis, in which the URR sends a query to the DAB. The GWP will interact with the URR in order to determine the relevance of an existing or anticipated dataset. The interface between GWP and URR is still to be developed. A linkage between the Semantic Component of the GCI and the URR is required to ensure consistency of all controlled vocabularies. Users have requested that URR entries can be linked to standards, interoperability agreements and best practices, which requires a linkage between the URR and the SIR and BPW. 
For the harvesting of external requirements databases, a dynamic linkage between the URR and these databases is required. For each external database, a specific interface is required to account for the differences in the data models.

[image: ]
[bookmark: _Ref335834361][bookmark: _Toc214962162]Figure 17 – Current and future interactions of the URR with GCI components and external resources

Planned or in-work capabilities: The Analysis menu of the URR is currently under development. The linkage between URR and DAB is close to completion, which will allow the use of the URR for gap analyses. An interface to the WMO Requirements Database is under development. Population of the URR is a continuous process utilizing crowd-sourcing and expert input from the GEO CoPs. A user feedback utility for the URR (and other GCI components and external resources) is under development as part of the GEOSS Science and Technology Service Suite (GSTSS, see http://www.gstss.org).  
Online resources: URR http://www.scgcorp.com/urr. Beta Version: http://www.scgcorp.com/urrbeta. Tutorials and documentation are available through links on the URR home page.
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[bookmark: _Toc214962140]Integrated/Federated EO Discovery/Access Systems
These components enable discovery/access to heterogeneous data from federated repositories via the DAB and GWP.
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Component Name: GENESI.
Organization: ESA with the support of Terradue for enhancement and evolution.
Summary description: GENESI-DR developed an Earth Science e-infrastructure federating Digital Repositories, physically located in different countries and providing heterogeneous data. By interconnecting the DRs through a one Central Site or more “Aggregator nodes” the GENESI-DR infrastructure provides users with easy and fast access to:
· Heterogeneous data (airborne, in situ, satellite); 
· Effective data and service discovery; 
· On demand processing.
GENESI-DEC has extended the above mentioned GENESI-DR infrastructure, which provides access to a network of (mainly European) Digital Repositories, to a worldwide e-Infrastructure serving heterogeneous communities interested in Planet Earth data and services.
The access to the federation is provided both through a WebPortal and through a web service interface based on OpenSearch.  OpenSearch is a collection of technologies allowing websites and search engines to publish search results in a standard and accessible format. Search engines are described through OpenSearch Description Documents.
The data discovery is a two steps process. GENESI data are organised in collections or series each of which containing datasets (products) having similar characteristics. In the first step, the client submits a query based on a customizable set of parameters (e.g. the Geographical area, Start date, Stop date, free text string), which are specified in the Description Document of the “Central Site” or “ Aggregator Node” to discover the available series matching the search criteria. In the second step, after the selection of the series of interest among the discovered, the client refines the query, which now will only take into account the selected series. Specific parameters can be considered for the query, as specified by the Description Document of the Catalogue providing access to the selected series. 
Functions: heterogeneous data discovery and access, data (on-demand) processing.
Interaction with GCI components and external resources: (include interaction or other UML diagram, as appropriate)
The GCI DAB interacts with the GENESI infrastructure through the web service interface (OpenSearch based) exposed by the Central Site or Aggregator Nodes so allowing the GEOSS users to discover and access the federated data. 
Community specific clients may also interact directly with the GENESI infrastructure through the web service interface (OpenSearch based) exposed by the Central Site or Aggregator Nodes.
Planned or in-work capabilities: GENESI-DEC federation currently counts several millions of airborne, satellite and in-situ data and it is planned to be extended in the future.
Online resources:
· GENESI-DEC webportal: http://portal.genesi-dec.eu/.
· GENESI-DEC Central Site description document: http://catalogue.genesi-dec.eu/search/description.
Detailed description: The predecessor Project of GENESI-DEC, GENESI-DR, developed an Earth Science e-infrastructure federating Digital Repositories, physically located in different countries and providing heterogeneous data. By interconnecting the DRs through a central aggregator called “Central Site” and making them accessible through the “GENESI-DR Web Portal”, the GENESI-DR infrastructure provides users with easy and fast access to:
· Heterogeneous data (airborne, in situ, satellite); 
· Effective data and service discovery; 
· On demand processing.
GENESI-DEC has extended the above mentioned GENESI-DR infrastructure, which provides access to a network of (mainly European) Digital Repositories, to a worldwide e-Infrastructure serving heterogeneous communities interested in Planet Earth data and services.
During the GENESI-DEC project, the infrastructure has been validated against the needs of several communities including:
· Seafloor and Ocean Observation
· Global Change Earth Observation
· Global Atmosphere Observation
· Territorial development and spatial planning
· Orthorectification
· Calibration and Validation (Cal/Val)
· Maritime Surveillance
· Earth Observation
· Disaster Management
Given the multidisciplinary of the data made available and the usability of the discovery and processing services, the GENESI-DEC infrastructure is well suited for facilitating and promoting collaboration among scientists and researchers from multiple disciplines that work together to serve the needs of e.g. policy or decision makers.
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[bookmark: _Toc214962163]Figure 18 – GENESI subsystems and services
The GENESI-DEC architecture, encompassing current and foreseen functionalities to be developed in the project lifecycle and shown schematically in the figure above, can be decomposed by the following sub-systems:
User Interface Sub-System – Consists of a Web Portal, which is the principal, though not only mechanism by which users can access the GENESI-DEC capabilities. It provides web-enabled access to single and aggregates of functionalities implemented by the other GENESI-DEC sub-systems along with all client side access tools.
Data Management Sub-System – Handles everything associated with data and metadata, including metadata harvesting, cataloguing, publishing, and storage management of observational and user-generated information. 
Security – Security components, encompass the Authentication, Authorization and Delegation services that enable the identification of entities (users, systems, and services), allow or deny access to services and resources.
User Management Sub-System – In encompasses a User Registration service allowing the registration, storage and management of users’ information and taking care of interacting with a Credential Management Service for the generation of users’ credentials from the GENESI-DEC Certification Authority. This sub-system also encompasses a Membership Management Service, i.e. an attributes issuing service that allows high-level group and role management and extraction of attributes based on the user’s identity.
Services (Execution) Management Sub-System – Handles execution, access, monitoring and control of processing services on local and remote heterogeneous computers. These can be either Grid-based, Cloud or OGC Web Processing Services and the main objective is to reduce the burden caused by the transfer of large EO coverage by transferring instead the processing algorithms at the site that hosts within its storage elements the coverage to be processed.
Workflow Management Sub-System – Provides the technologies that allow designing compositions of services and expressing data/time dependencies among them so that their execution results in a new, more complex service. A composition of services is defined by a workflow describing it in terms of interactions among simple services and/or compositions already defined.
Bridging Sub-System – as the project goal is to provide a framework that links different infrastructures encompassing their security models and services, bridging services allows the different worlds to interoperate.
The overall architecture can be represented in the following figure:
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[bookmark: _Toc207250538][bookmark: _Toc214962164]Figure 19 – GENESI overall architecture
The Service/Data Provider Group represents raw resources consisting of data as well as computation and processing resources (Grid, Cloud) that are distributed throughout the GENESI-DEC infrastructure, i.e. the resources made available at the linked e-infrastructures. This layer also comprises the local catalogue services for generating, publishing and managing metadata needed for data discovery such as the GENESI-DEC Catalogue and the Catalogue Access Services.
The Core Services Group represents services invoked by GENESI-DEC Web Portal and more in general by the users’ applications. They include data oriented services that represent the manner in which a user discovers data collections and services for use via a Central Discovery module. This module relies on a Series and Services Registry that indexes the contents of the GENESI-DEC catalogues at the Provider Sites (that store pointers to a wide variety of data) and links them to the corresponding GENESI-DEC Catalogue Access Services.
Also Grid and web processing services available in the GENESI-DEC system are included in this group. Lastly the user interface consists of the GENESI-DEC web portal, i.e. the GENESI-DEC point of access for every GENESI-DEC community. The GENESI-DEC web portal is a container for user interfaces, which provide access to individual and aggregates of services. It is the main (despite not the only one), authoritative access point for users to the infrastructure. All of the GENESI-DEC services are accessible via Application Programming Interfaces (APIs) and/or Command Line Interfaces (CLIs). The adopted service oriented approach enables the automatic generation of APIs in multiple programming languages. 

[bookmark: _Toc214962142]CWIC
Component Name:  CEOS WGISS Integrated Catalog.
Organization: Committee on Earth Observation Satellites (CEOS).
Summary description: CWIC is developed by the CWIC Project within the CEOS Working Group on Information Systems and Services (WGISS). The CWIC webpage <http://wgiss.ceos.org/cwic> contains information about the current CWIC data partners and client partners, and details of the technical information needed to access CWIC. The website also contains links to the test environment for CWIC partners. CWIC facilitates data discovery on client side through providing universal query interface (OGC CSW) and information model (OGC CSW Dublin Core Profile and ISO 19115 Profile).
Functions: CWIC provides an access point for inventory/granule search to heterogeneous data providers.  CWIC translates the incoming CSW search requests to the native protocol used by the partner agency inventory system through the implementation of individual “Connectors” as shown in Figure 11. If the agency system supports the CSW, no translation may be needed (e.g. AOE).  If an agency system needs support for CSW features that are not supported by their own system, CWIC will provide this extension also through the use of “Connectors” (e.g. JAXA, GHRSST).  The Figure 11 illustrates the system architecture and the existing integrated catalogues. The Mediator-Wrapper architecture is adopted to implement CWIC system.  The wrapper is responsible for translating and dispatching the request to different data inventories, and the mediator interacts with multiple wrappers and provides the integrated access through the universal query interface and metadata model. 
Each data collection searchable by CWIC is registered as a DIF (Directory Interchange Format) in the International Directory Network (IDN) and tagged as being CWIC–accessible. CWIC Clients may search the IDN for collection metadata and CWIC for inventory/granule metadata.  Typically, the search results returned from CWIC includes URLs to direct data download or URLs to a data ordering system of the data archive. The details of how to use the IDN and CWIC for a comprehensive search of satellite data can be found on the CWIC webpage which also contains the contact information for the project leaders who can be contacted for additional information. 
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[bookmark: _Toc214962165]Figure 20 – CWIC System architecture

Interaction with GCI components and external resources: (include interaction or other UML diagram, as appropriate)
The figure above illustrates the system architecture of CWIC. Six wrappers were implemented the following data inventories. 
The NASA-developed Earth Observing System (EOS) Clearinghouse is a spatial and temporal metadata registry and order broker built by NASA's Earth Science Data and Information System (ESDIS) that enables the science community to more easily use and exchange NASA's data and services. ECHO is a metadata repository containing metadata for over 2500 data collections with over 100 million granules. Additional data collections and granules are added continuously from live missions. ECHO stores metadata from a variety of science disciplines and domains, including Climate Variability and Change, Carbon Cycle and Ecosystems, Earth Surface and Interior, Atmospheric Composition, Weather, and Water and Energy Cycle. NASA is working to make available all unrestricted data with online data download capability available through CWIC.
NOAA’s CLASS (Comprehensive Large Array-data Stewardship System provides access to NOAA’s environmental data from past and current missions.  CLASS contains hundreds of data collections with over 40 million granules.  NOAA is developing a second generation of the CLASS API which is expected to be operational in late 2013 and which will provide access to NOAA environmental data for CWIC.    A small subset of the CLASS data is available to CWIC through an early prototype version of the CLASS API.   
The USGS offers all users the entire Landsat 1-5 and 7 archive data at no charge using a standard data product recipe. Three data products from USGS Landsat catalogue are searchable through CWIC. 
The INPE data center in Brazil provides access to dozens of data collections, including CBERS data.  
AOE is developing a federation of data centers within China.  Currently AOE provides access to three data centers in China (CRESDA, FengYun, Beijing-1) with additional data centers expected in the future.  China has launched several Earth Observation (EO) satellites, such as CBERS series, FengYun series and so on. AOE is working with its partners to determine what data to make available for search and access through CWIC and this list of data collections from the AOE federation is expected to grow over time.  
JAXA is an independent administrative institution to be able to perform all activities in the aerospace field as one organization, from basic research and development to utilization. JAXA has archived huge amount of Earth observation data products, such as Advanced Land Observation Satellite (ALOS), Greenhouse gases Observing SATellite (GOSAT) and Advance Earth Observing Satellite (ADEOS). JAXA is developing a prototype CWIC connection to their satellite data.  
The Group for High-Resolution Sea Surface Temperature (GHRSST) is providing access to their data through a CWIC connection at  the National Oceanographic Data Center (NODC) of NOAA.  GHRSST provides a new generation of global high-resolution (<10km) Sea Surface Temperature (SST) products to the operational oceanographic, meteorological, climate and general scientific community.  
CWIC Clients:  Three independently developed clients now provide search and access to CWIC data sources.  This list of community clients can be found on the CWIC webpage and this list is expected to grow over time. The current list of CWIC clients include the NASA developed CWIC-Start for science users, the CCRS (Canadian Center for Remote Sensing) agency client, and the LSI (Land Surface Imaging) Portal.  
Interaction with other components within GCI: The GWP, the DAB, and GENESI are capable of providing search and access to CWIC data sources.
Planned or in-work capabilities: User registration is required at many CWIC data partners.  The CWIC team will produce a design and implementation approach to this requirement. Additional data partners as well as client partners are expected to be connected to CWIC within the next 1-2 years.  CCRS has announced plans to become a data partner and announcements from other CEOS related organizations are expected.
Online Resources: CWIC information: http://wgiss.ceos.org/cwic.
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Component Name: Federated Earth Observation Missions (FedEO).
Organisation: European Space Agency (ESA) with support of Spacebel/Belgium.
Summary Description: The Federated Earth Observation Missions (FedEO) system component provides discovery and access services for space based Earth Observation missions data through Heterogeneous Mission Accessibility (HMA) protocols. FedEO currently provides access to the catalogues from ESA, SPOT, MDA, DLR, DMC, EUMETSAT and VITO, as well as to the catalogue of data contributed to the International Charter for Space and Major Disasters performing real time distributed searches on these catalogues upon user request. It also provides access to the NASA's EOSDIS clearinghouse ECHO. Data can be also accessed when the relevant metadata contains URL links (i.e. data are available online). FedEO was initially developed as an OGC pilot activity within GEOSS AIP and aimed at refining OGC specifications relevant to Earth Observation. The same OGC specifications have subsequently been implemented in support of the GMES programme, in particular to provide interoperable access to catalogues from European Earth Observation Missions and support the subsequent ordering of data in support of the European Commissions' GMES Service Projects. The development of the OGC specifications used are developed and maintained in a series of initiatives under an umbrella known as Heterogeneous Missions Accessibility. The HMA Projects are overviewed by the HMA Architecture Working Group and the Ground Segment Coordination Body (GSCB) in Europe.
Functions: discovery and access services for space based Earth Observation missions. 
Interaction with GCI components and external resources: This distributed dataset catalogue serves dataset metadata in OGC 06-080 "Application schema for Earth Observation products" format from selected GMES contributing missions. The service is also accessible from external applications complying with the HMA specification OGC 06-131 "EO Extension Package for ebRIM Application Profile". More details on FedEO interfaces are provided in Figure 21.

[image: ]
[bookmark: _Ref210218786][bookmark: _Toc214962166]Figure 21 – FedEO Interfaces

Planned or in-work capabilities: Access from the Data Access Broker is currently under implementation. Number of accessible catalogues will be extended in the future.
A version which supports discovery of EO collections via the ontologies considered by GEOSS AIP-4 (including GEMET, GCMD etc.) is being validated for the moment.  It is able to handle semantically annotated ISO 19139 metadata as described in OGC 08-167. Future plans include also the alignment of the implementation with the latest version of the HMA standards, in particular support for EO-O&M (OGC 10-157) metadata which is based on the Operation&Measurement (O&M) ISO standard.

Online resources: 
· http://www.ogcnetwork.net/node/201 (description of original pilot project)
· http://geo.spacebel.be/web/guest (temporary link), see Figure 22
· http://esamultimedia.esa.int/multimedia/publications/TM-21/TM-21.pdf

[bookmark: _Ref210218842][bookmark: _Toc214962167][image: ]Figure 22 – SMAAD Web Interface
Detailed Description: The FedEO model is based on the Reference Model of Open Distributed Processing (RM-ODP) (ISO/IEC 10746-1:1998) and uses a large set of open standards; among the others:
· Due to SOA: XML Schemas, Message-based SOAP over HTTP or HTTPS, WSDL (Web Services Description Language), the Business Process Execution Language (BPEL) from OASIS, Universal Description, Discovery and Integration (UDDI), Ws-addressing. Ws-security, SAML and ws-trust are supporting the ordering services which require prior authentication.
· Due to the spatial data model: ISO 19109, ISO/TS 19103, ISO 19136 Geography Markup Language (GML) and EO-GML (OGC 06-080) for product metadata.  ISO 19139 for collection and service metadata.
· Due to the features spatial data services: The Web Feature Service (WFS).
· 
The Enterprise Viewpoint of the RM-ODP is concerned with the business activities of the subject federated earth observation environment. FedEO has been implemented in the SSE, the Service Support Environment. The SSE offers services for both types of users: To end-users making use of all services registered at SSE, and to service provider users using the SSE to register their services. SSE implements a one-stop portal, offering EO data and EO products that can be used or referenced from distinct portals for individual user communities.

The Information Viewpoint specifies the modelling of all categories of information that the proposed architecture deals with, including their thematic, spatial temporal characteristics as well as their metadata. FedEO makes use of a number of information models in order to achieve maximum interoperability. The information viewpoint clearly defines or references the definitions of the building blocks, as there are Feature-, Coverages-, and Metadata models. Metadata and data models are implemented using XML Schema.

FedEO also offers a persistent service support and protocol demonstration and testing environment focusing on refining the following Implementation Specifications and other OGC documents:
· Catalogue Service for the Web (CSW) for EO Collection and Service Discovery (OGC 07-038);
· Catalogue Service CSW ebRIM Earth Observation extension package (OGC 06-131);
· Web Map Services - Application Profile for EO Products (OGC 07-063);
· Sensor Planning Service for EO Sensors (OGC 10-135);
· GML Application schema for Earth Observation products (OGC 06-080);
· Improvements to Ordering Services for Earth Observation Products (OGC 06-141).

FedEO portal Web pages can be accessed as well via an OpenSearch interface (OGC 09-084) which is supported by most Web browsers.

[bookmark: _Toc214962144]Service Monitoring
Component Name: Service Monitoring.
Organization: U.S. Geological Survey, FGDC.
Summary Description: The success of discovery and access of Earth observation resources will be affected by the reliability and availability of both GCI services and GEOSS provider services. The GCI Consolidated Requirements document, used to define GCI capabilities and operations, specifies a 99% ‘uptime’ availability rate. A monitoring framework has been developed to assess and report the uptime status of all components and the availability of registered external services. This monitoring allows operators to be notified of service interruptions and to visualize service performance and availability. Once linked into the search interfaces, it will also allow end-users to evaluate the quality of services discovered. These features will improve the overall reliability and usability of the GCI and the network of registered data services pledged to GEO.
The monitoring framework consists of two main software solutions. The first, based on MONITIS (www.monitis.com) is a cloud-based Web service testing framework that will submit hourly Web service requests and collect and report the response to the operator and maintain a history of availability for visual inspection. Every GCI component that is Web-based is on an hourly schedule for testing via MONITIS. The second solution is targeted at testing the availability and behaviour of OGC Web Services, including WMS, WCS, WFS, SOS, and CSW. This monitoring service, called Service Status Checker, is run daily and is configured by publishing an Atom feed with an entry for each registered service URL, flagged by service type. Operations of each service are tested for correct behavior, and the query response time is also returned as a performance metric. Results for each daily test are logged and can be visualized in graphs and tables. Notifications can also be sent to EO service operators to improve uptime and reliability.

Functions: 
MONITIS:
· Hourly availability tests of GCI component URLs.
· Notifications sent to operators based on hourly tests.
· Graphs and history managed and presented on hourly tests.

Service Status Checker (SSC):
· One-time test of any OGC service instance, on demand, with results returned
· Hourly test of operations for any OGC service instance, with results returned for tabular and graphic reporting and review
· Hourly tests include GetCapabilities, and running subsequent operations discovered in the capabilities request; metrics developed from response time and the number of successful operational tests run.

Interaction (interfaces) with other components:
MONITIS is configured to test the following component interfaces:
· GWP (Website URL)
· Discovery and Access Broker (CSW 2.0.2 GetCapabilities)
· GEOSS Clearinghouse (CSW 2.0.2 GetCapabilities)
· Best Practices Wiki (Website URL)
· Standards and Interoperability Registry (Website URL)
· Component and Service Registry (CSW 2.0.2 GetCapabilities)

External Component interfaces:
· CWIC (CSW 2.0.2 GetCapabilities)
· GENESI DEC (Website URL)
· NASA/IDN International Directory Network (CSW 2.0.2 GetCapabilities)

Planned or in-work capabilities: The use of the Service Status Checker has been proven in the GEOSS Architecture and Implementation Pilots and in the registration of national/international OGC service collections for the U.S., Canada, Spain, and the Latin American GeoSur project. The following are proposed as 2013 work items:
· Creation of a service ‘feed’ from all known registered OGC service instances exposed through the DAB (or Clearinghouse plus IDN).
· Addition of service checking icons and metrics to the presentation of search results through the GeoPortal.
· Exposing service monitoring statistics and graphs for public and operator evaluation from both MONITIS and SSC.

[bookmark: _GoBack]Interface URLs:
· MONITIS URL: http://new.monitis.com/sharedPage.jsp?tI=eOmIUO9Q1szsHj09sCOQAA%253D%253D&uI=um1QrahnirAgr1x6J1rpWKItZae5wtlxIkwZf%252Bq4gGs%253D
· Service Status Checker URL: http://registry.fgdc.gov/statuschecker/index.php 
[bookmark: _Toc214962145]GCI External and Internal Interfaces

	Interface
	Infrastructure
	Exposed Interface
EndPoint
	Comments

	GWP-User
	GCI
	2.2.0
http://geoportal.org
	Set of war files based on Portal/Portlets technology leveraging Liferay Portal Open Source Implementation.

	GWP-DAB
	GCI
	CSW 2.0.2
http://184.73.174.89/gi-cat-StP/services/cswiso

	GWP uses CSW to get resource from DAB 

	GWP-CH
	GCI
	CSW 2.0.2
	CH is queried by DAB

	GWP-GeoNetwork 
	GWP
	CSW 2.0.2
http://www.geoportal.org/geonetwork/srv/csw
	Data is harvested by CH via CSW 

	GWP-MapViewer
	GWP
	N/A
	Is used by GWP to display WMS, WCS services 

	GWP-GENESI
	Others
	OpenSearch
	GWP uses the OpenSearch to pass search context to GENESI

	GWP-Disaster Charter
	Others
	rss 
http://www.disasterscharter.org/charter_e.rss
	GWP uses DisasterCharter published rss to display data on Google Earth web plugin

	GWP-GoogleEarth
	Others
	N/A
	Displays geoRSS and KML available from Metadata 

	GWP-URR
	GCI
	N/A
	Hyperlink from GWP Home Page 

	GWP-CSR
	GCI
	CSW 2.0.2
http://geossregistries.info:9002/geonetwork/srv/en/csw
	Hyperlink from GWP Home Page 

	GWP-Wiki
	GCI
	N/A
	Hyperlink from GWP Home Page 

	DAB-CH
	GCI
	CSW
http://clearinghouse.cisc.gmu.edu/geonetwork/srv/en/csw
	The Clearinghouse provides search capabilities across the components and services via OGC CSW endpoint

	DAB-Discovery Assets
	Others
	
	

	CH-CSR
	GCI
	CSW http://geossregistries.info:9002/geonetwork/srv/en/csw
	The CH routinely harvests newly registered resource from CSR through OGC CSW

	CSR-User
	GCI
	
	Through registration system (http://geossregistries.info/geosspub/), resource provider can register their resource in either component or service

	CSR-SIR
	GCI
	
	A standard registered in SIR will be referred by either component or service metadata in CSR

	URR-User
	GCI
	
	

	URR-DAB
	GCI
	
	Gap analysis

	DAB-GENESI
	Others
	OpenSearch
	

	DAB-CWIC
	Others
	
	

	GENESI-CWIC
	Others
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Browse Dataset Series and Services
This catalogue provides access to dataset series metaata from selected GMES contributing missions and related services. Offered services Include e.g. dataset catalogues, Web map services and feasioity anaysis services.
‘The catalogue and services are also accessible from external applications complying with the HMA specifications OGC 07-038 "Cataloguing of 1SO Metadata using the ebRIM profle of CS-W", OGC 06-131 “EO Extension Package
for ebRIM Application Profile”, OGC 09-084r1 “OpenSearch Geospatial Extensions", OGC 07-063r1 "Web Map Services - Proflle for EO Products" and OGC 10-135 “Sensor Planning Service Interface Standard 2.0, Earth
Observation Satellte Tasking Extension.

About FedEQ
Browse Datasets
Browse Dataset Series and Services.

wid
Forum

Browse Datasets

This distributed dataset catalogue serves dataset metadata In OGC 06-080 *Application schema for Earth Observation products” format from selected GMES contributing missions. The service s also accessibe from external
Terms of Use applications complying with the HMA specifcation OGC 06-131 "EO Extension Package for eoRIM Application Profie”.
Contac Us
Esa 3
GE0
GMES
a Watch online: ‘Chernozem cropland' on the Earth from Space programme

6 settembre 2012 - Discover more about our planet with the Earth from Space video programme. Join us every Friday at 10:00 CEST for an 800 km-high tour with spectacular Images from Earth-abserving satelltes. Watch onine:

oac
o ‘Smelling Grimsvotn

5 settembre 2012 - While piloting a commercil transatiantic fight last year, Captain Kiaus Sievers and his crew got a whiff of an unusual odour. In a confined space 10 km up In the alr, there was only one thing It ould be.

bt Maon

3 settembre 2012 - Europe's latest weather satellte got a glimpse of the Moon before our celestial neighbour disappeared from view behind Earth on Friday. Since Its launch two months ago, MSG-3 has been working well and s on Its way to entering
Service.

@esa # 2 EUMETSAT e cuay mase imtvan s senavior

23 agosto 2012 - Glaciers are one of the largest reservolrs of freshwater on our planet, and thelr melting or growing Is ane of the best Indicators of clmate change. However, knowledge of glacer change has been hampered by lack of data, especialy

sror ‘ mc SIMDA for uncersianing regonal b,

ntemationolImaging. Proba-1 microsat snaps Olympic neighbourhood
12 agosto 2012 - This Olympics has been watched from all ver the world - and beyond. Benefiting from a cloudiess sky, this view of London's Olympic Park was captured by the smallest Imager aboard ESA's smallest mission: the High Resolution
ECHO //"- Camera on the Proba-1 microsatelite.
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